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Here, we are the adversary

Choose a coordinate

Let and let

Let be the highest      number, so that
would be selected by the aggregation rule (e.g. Krum).

Then each Byzantine worker sends     .

n = 4 + f
f = 1

Bulyan: description
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Bulyan is a "composite" aggregation rule.

Then:  Bulyan(A)  needs  n ≥ nA + 2 f  workers

Let:
f the # of Byzantine workers to support
A a Byzantine-resilient aggregation rule

nA the # of workers A needs to support f

For full model descriptions, please see the paper.
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The 1st step of Bulyan works as follow:

R = {received gradients}
S = {} # selected gradients
for i in [0 .. n − nA]:
    g = A(R)
    R = R \{g}
    S = S ∪ {g}

This step recursively uses A to select a majority
(i.e. ≥ 2 f + 1) of non-Byzantine gradients.

The 2nd step builds the output gradient.

Then each coordinate i of the output gradient is
equal to the average of the β closest values, in
row i of S, to the median of these values.

The selected gradients S is a matrix of d rows
and (n - nA) columns. Let  β = n − nA − 2 f.

Fading learning rate: η(epoch) = η0
r

epoch + r

Bulyan used with: A = Krum
L2-regularization: 10-4
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